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Abstract 

Cognitive diagnostic modeling (CDM) is an item-level analysis that accounts for attribute co-

occurrences when characterizing attributes and classifying individuals’ attribute profiles. Tan 

et al. (2023) provided an application for mental health symptom profiles. The current study 

extends Tan et al. (2023) to demonstrate how intervention and gender affect transition 

probabilities from one state to another in a three-step latent transition CDM. The sample used 

in this study consisted of 2,005 college students (34.5% men) who answered 40 items 

assessing four mental health symptoms (i.e., alcohol-related problems, anxiety, hostility, and 

depression) at baseline immediately before being randomly allocated to a brief alcohol 

intervention or control group (pre-test) and at a 12-month follow-up following the 

intervention (post-test). Participants in the intervention group received personalized feedback 

on their alcohol use and alcohol-related problems, along with descriptive drinking norms of 

peers and other personalized and general information aimed at motivating students to change. 

Results indicated that the selected models showed adequate fit and classification outcomes. 

Latent logistic regression analysis showed that the intervention helped improve participants’ 

anxiety and depression. Those in the intervention group were more likely to transition from 

having anxiety and depression attribute profiles at pre-test to not having them at post-test. In 

addition, male students were more likely to improve anxiety. Although the intervention was 

not associated with the transition probability from presence to absence for alcohol-related 

problems, it helped suppress the transition to having the attributes of alcohol-related 

problems (among men) and hostility (among women) at post-test. However, male students in 

the intervention were more likely to transition from absence to presence in their depression 

attribute profile state. The three-step latent transition CDM with covariates showcased in the 

current study may be an appealing analytical tool for examining and explaining change in 

mental health symptoms with informative covariates.  
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1 Introduction 

Cognitive diagnosis models (CDMs) have primarily been utilized to understand 

students' knowledge, thinking processes, and problem-solving strategies in education. Given 

a set of fine-grained attributes in a specific domain, CDMs can provide diagnostic 

information on whether or not a given student has mastered the attributes (de la Torre & 

Minchen, 2014), facilitating teaching and learning. Examples of CDM applications in 

educational subjects include Ma et al. (2020) in proportional reasoning attributes (Tjoe & de 

la Torre, 2014), Chen et al. (2022) in second language reading skills, and Liang et al. (2021) 

in digital literacy skills. However, the utility of CDMs is not limited to educational research. 

CDMs can also be used to better characterize attribute profiles of mental health symptoms 

(Tan et al., 2023) or diagnose mental disorders (e.g., de la Torre et al., 2018; Templin & 

Henson, 2006).  

The current study aims to provide an introduction to latent transition CDM as a novel 

tool for classifying individual attribute profiles of mental health symptoms and their 

transition over time to illustrate its utility in an actual clinical data application. The current 

study extended the CDM classification work on mental health symptoms assessed in a single 

time point (Tan et al., 2023) to examine whether a brief alcohol intervention affects the 

transition in mental health symptom profiles over time in a longitudinal analysis. In addition, 

whether the intervention effect on transition is moderated by gender was examined. We used 

a three-step latent transition CDM with covariates, as shown in Liang et al. (2023b). In the 

following sections, we introduce CDM, including model formulation of commonly used 

CDMs and a three-step estimation approach to latent transition CDM with covariates. We 

then demonstrate an application of the three-step approach to mental health symptoms data 

and its results in the third and fourth sections, respectively. Finally, this chapter concludes by 

discussing findings and future directions.   
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2 Cognitive Diagnosis Modeling 

2.1 Model Formulation 

 CDMs refer to a class of restricted latent class models (LCMs) that can classify or 

diagnose whether a respondent possesses a given set of attributes. In educational research, 

attributes may represent specific skills or cognitive processes that examinees must master to 

answer an item correctly. In mental health research, attributes can be the mental health 

problems or disorders measured by clinical assessment tools (e.g., de la Torre et al., 2018; 

Tan et al., 2023). In this mental health research setting, the presence or absence of an attribute 

can be interpreted as having or not having a symptom, problem, or disorder.  

Various CDMs exist in the literature (von Davier & Lee, 2019). One of the most often 

cited CDMs is the generalized deterministic inputs, noisy and gate (G-DINA; de la Torre, 

2011) model. The G-DINA model is a general CDM, from which several other general 

CDMs and commonly used reduced CDMs can be obtained by using different link functions 

and setting proper constraints, respectively. For instance, the G-DINA model under the logit 

link is equivalent to the log-linear CDM (Henson et al., 2009). Examples of the reduced 

CDMs that the G-DINA model can subsume include (1) the DINA model (Junker & Sijtsma, 

2001), which assumes that only the individuals with all the attributes (or disorders) measured 

by the item are expected to endorse the item; (2) the deterministic inputs, noisy or gate 

(DINO; Templin & Henson, 2006) model, which assumes that the individuals with at least 

one attribute measured by the item are expected to endorse the item; and (3) the additive-

CDM (A-CDM; de la Torre, 2011), which assumes that the probability of an item 

endorsement is related to additive main effects of the attributes that an individual possesses. 

Moreover, the additive models with the log and logit links are equivalent to the reduced 

reparameterized unified model (R-RUM; Hartz, 2002) and the linear logistic model (LLM; 

Maris, 1999), respectively. Within the G-DINA model framework, the reduced CDMs can be 
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compared against the saturated G-DINA model for each item to determine whether a more 

parsimonious model can be selected (Ma et al., 2016).  

As with item response theory models, CDM implementation requires response data 

stored in an N × J matrix, where N is the number of respondents (i.e., sample size). For 

dichotomous CDMs, the response data contain each respondent’s responses to J items, where 

1s represent item endorsement and 0s otherwise. In addition to response data, most CDMs 

require a Q-matrix (Tatsuoka, 1983, 2009), which delineates the relationships between the 

items and the attributes. A Q-matrix is an essential component and provides input for a CDM 

analysis. In most practical applications, it is usually constructed by domain experts (e.g., Tjoe 

& de la Torre, 2014). A Q-matrix is typically a J × K matrix of 1s and 0s, where J is the 

number of items and K is the number of attributes. The entry of the jth row and kth column in 

a Q-matrix is 1 if attribute k is measured by item j and 0 otherwise.  

Each respondent’s attribute profile is estimated by fitting CDMs to response data with 

a Q-matrix linking items to attributes. A respondent is assigned to a latent class by a binary 

attribute vector or profile, where 1 and 0 represent the presence and absence of attribute k, 

respectively. Typically, K attributes produce 2K latent classes. For example, when K = 3, 

there are 23 = 8 latent classes, namely, (0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (1, 0, 1), 

(0, 1, 1) and (1, 1, 1), where an attribute profile (0, 0, 0) indicates the respondent does not 

have any of the three attributes. In contrast, an attribute profile (1, 0, 1) indicates that the 

respondent has the first and the third attributes but not the second.  

When the G-DINA model is used, the probability of respondent i with attribute profile 

𝜶𝜶𝑖𝑖 endorsing item j can be written as  

𝑃𝑃�𝑌𝑌𝑖𝑖𝑖𝑖 = 1|𝜶𝜶𝑖𝑖� = 𝛿𝛿𝑗𝑗0 + �𝛿𝛿𝑗𝑗𝑗𝑗𝛼𝛼𝑖𝑖𝑖𝑖

𝐾𝐾𝑗𝑗

𝑘𝑘=1

+ �  

𝐾𝐾𝑗𝑗

𝑘𝑘′=𝑘𝑘+1

� 𝛿𝛿𝑗𝑗𝑗𝑗𝑘𝑘′𝛼𝛼𝑖𝑖𝑖𝑖𝛼𝛼𝑖𝑖𝑘𝑘′

𝐾𝐾𝑗𝑗−1

𝑘𝑘=1

+ ⋯

+𝛿𝛿𝑗𝑗12…𝐾𝐾𝑗𝑗�𝛼𝛼𝑖𝑖𝑖𝑖

𝐾𝐾𝑗𝑗

𝑘𝑘=1

, (1)
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where 𝐾𝐾𝑗𝑗 is the number of attribute(s) measured by item j; 𝛿𝛿𝑗𝑗0 represents the baseline 

probability of item j; 𝛿𝛿𝑗𝑗𝑗𝑗 is the main effect of attribute k; 𝛿𝛿𝑗𝑗𝑗𝑗𝑘𝑘′  is the two-way interaction 

effect between attribute k and 𝑘𝑘′; and 𝛿𝛿𝑗𝑗12…𝐾𝐾𝑗𝑗 is the highest-order interaction effect of all 

measured attributes. In short, Equation 1 expresses a fully saturated model of all possible 

effects, including terms for main effects, lower-order interaction effects, and the highest-

order interaction effect.  

A Q-matrix is validated and revised by empirically fitting data with CDMs, discussing 

results with domain experts, and revising the Q-matrix accordingly (de la Torre & Chiu, 

2016; Tjoe & de la Torre, 2014). With the revised Q-matrix, we can compare the reduced 

CDMs (e.g., DINA, DINO, A-CDM, LLM, and R-RUM) against the saturated G-DINA 

model. Items potentially measuring multiple attributes can be examined using the Wald test 

or likelihood ratio test (Ma et al., 2016) to determine whether one of the interpretable reduced 

models can be used instead of the saturated model. Lastly, the selected CDMs fit response 

data to obtain item parameter estimates and respondents’ attribute profiles. The following fit 

statistics can evaluate the absolute fit of CDMs: the residual between observed and predicted 

transformed correlation (r) and the log-odds ratios of item pairs (l) (Chen et al., 2013), the 

limited information root mean square error approximation (RMSEA2; Maydeu-Olivares & 

Joe, 2014), and the M2 statistic (Hansen et al., 2016; Liu et al., 2016; Ma, 2020). 

Classification accuracy can be estimated to ascertain the utility of applying CDMs to data 

(Wang et al., 2015).  

2.2 Three-step Latent Transition CDM with Covariates 

Latent transition analysis (LTA), also referred to as a latent or hidden Markov model 

(Baum & Petrie, 1966), is a longitudinal analog of the latent class model (LCM). It has been 

developed to model the transitions of latent class membership over time, where LCM serves 

as the measurement model (Collins & Lanza, 2010). To distinguish LTA from LCM, we refer 
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to the respondents’ temporal state at each time point as a latent “state” rather than a latent 

class in the current study. 

 LTA or LCM can further incorporate informative covariates to investigate the 

association of covariates with latent transition or class membership using a one-step or three-

step approach via latent logistic regression (e.g., Humphreys & Janson, 2000; Iaconangelo & 

de la Torre, 2016; Lanza et al., 2010; Reboussin et al., 1998; Vermunt, 2010; Vermunt et al., 

1999). The one-step approach (e.g., Clogg, 1981; Dayton & Macready, 1988; Lanza et al., 

2013) simultaneously estimates both the measurement and the logistic regression (structural) 

models. The one-step approach provides precise estimates of the measurement and structural 

components. However, it has one notable disadvantage: any modifications to either model 

require refitting the entire model, which is computationally inconvenient and potentially 

tricky, especially with high dimensional data. In contrast, a three-step approach (e.g., Bolck 

et al., 2004; Di Mari et al., 2016; Iaconangelo & de la Torre, 2016; Lu & Thomas, 2008; 

Vermunt, 2010) is more flexible because the measurement and structural models are 

estimated in separate sequential steps. They are CDM estimation (step 1), latent state 

assignment (step 2), and logistic regression analysis (step 3). However, the stepwise three-

step estimation approach can yield biased estimates of covariate effects (Bolck et al., 2004; 

Vermunt, 2010) when classification errors are unaccounted for by directly regressing the 

estimated attribute status or profile on covariates. To avoid this bias in stepwise estimation,  

correction weights can be added to latent state assignments in subsequent logistic regression 

analyses (Bolck et al., 2004; Iaconangelo & de la Torre, 2016; Vermunt, 2010). Recent 

studies have extended this approach to LTA (Di Mari et al., 2016) and latent transition CDMs 

(Liang et al., 2023b). In the current study, the three-step approach implies that classification 

error probabilities (CEP) were taken into account. Methodological research on incorporating 

covariates into longitudinal CDMs is quite limited in the literature. Liang et al. (2023b) 
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recently proposed a three-step approach for latent transition CDMs with covariates under a 

general CDM framework (i.e., the G-DINA model framework) to strengthen the three-step 

estimation of latent transition CDM with covariates. In the present study, we adopted this 

three-step approach shown in Liang et al. (2023b). We examined the transition of 

respondents’ mental health symptoms before and after intervention, and explored how 

informative covariates, such as intervention membership, affect latent states and their 

transitions over time.  

2.3  Technical Details  

The three-step approach proceeds as follows. In the first step, the repeated response 

data from the same respondents are treated as independent data sets at each time point and 

estimated separately using the G-DINA model. In this step, Q-matrix validation and 

modification, model selection, and item parameter estimation are completed. Note that item 

parameters are constrained to be equal across time points to ensure longitudinal measurement 

invariance. Imposing constraints can help avoid classification problems and allow 

interpretable results over time. In the second step, respondents are classified into latent 

(discrete) states given their responses at each time point using the expected a posteriori (EAP; 

Huebner & Wang, 2011) method. The associated CEP at each time point is also computed in 

this step. Lastly, in the third step, the latent transition CDM corrected with the CEP obtained 

from step 2 is estimated to derive regression coefficients.  

Formally, details of the three-step latent transition CDM with covariates can be 

presented as follows. Let 𝑇𝑇 denote the number of time points, 𝑌𝑌𝑖𝑖𝑖𝑖 the respondent 𝑖𝑖’s response 

at time 𝑡𝑡, 𝑡𝑡 = 1, … ,𝑇𝑇, 𝒀𝒀𝑡𝑡 the response data at time 𝑡𝑡, and 𝒀𝒀 the full response data at 𝑇𝑇 time 

points. Denote the attribute profile and attribute status of 𝛼𝛼𝑘𝑘 at time t by 𝜶𝜶(𝑡𝑡) and 𝛼𝛼𝑘𝑘
(𝑡𝑡), 

respectively. The set of covariates related to the classification of latent state membership at 

time 𝑡𝑡 is denoted by 𝒁𝒁𝑡𝑡, and the full set of covariates at all 𝑇𝑇 time points is denoted by 𝒁𝒁. The 
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latent transition CDM specifying the item response probabilities at pre-and post-tests, given 

the time-specific covariates, is formulated as  

𝑃𝑃(𝒀𝒀|𝒁𝒁) = �  
1

𝛼𝛼𝑘𝑘
(𝑡𝑡=1)=0

� 𝑃𝑃�𝛼𝛼𝑘𝑘
(𝑡𝑡=1)�𝒁𝒁1�

1

𝛼𝛼𝑘𝑘
(𝑡𝑡=2)=0

𝑃𝑃�𝛼𝛼𝑘𝑘
(𝑡𝑡=2)�𝛼𝛼𝑘𝑘

(𝑡𝑡=1),𝒁𝒁2��𝑃𝑃�𝒀𝒀𝑡𝑡�𝜶𝜶(𝑡𝑡)�
𝑇𝑇=2

𝑡𝑡=1

, (2) 

where 𝑃𝑃�𝒀𝒀𝑡𝑡�𝜶𝜶(𝑡𝑡)� is the G-DINA measurement model estimating the latent state membership 

at each time point from the response data, 𝑃𝑃�𝛼𝛼𝑘𝑘
(𝑡𝑡=1)�𝒁𝒁1� is the initial state probability,  and 

𝑃𝑃�𝛼𝛼𝑘𝑘
(𝑡𝑡=2)�𝛼𝛼𝑘𝑘

(𝑡𝑡=1),𝒁𝒁2� is the transition probability between pre-and post-tests, given covariates 

at each time point. Note that covariates can be time-invariant or time-varying depending on 

the research questions. In the current study, the covariates were time-invariant (e.g., 

intervention vs. control group; see Figure 1). The initial state probabilities and transition 

probabilities are associated with the covariates through logistic regression, which can be 

written as 

𝑃𝑃�𝛼𝛼𝑘𝑘
(𝑡𝑡=1) = 1�𝒁𝒁1� =

exp�𝛽𝛽0𝑘𝑘
(𝑡𝑡=1) + 𝜷𝜷𝑘𝑘

′(𝑡𝑡=1)𝒁𝒁1�

1 + exp�𝛽𝛽0𝑘𝑘
(𝑡𝑡=1) + 𝜷𝜷𝑘𝑘

′(𝑡𝑡=1)𝒁𝒁1�
(3) 

and  

𝑃𝑃�𝛼𝛼𝑘𝑘
(𝑡𝑡=2)�𝛼𝛼𝑘𝑘

(𝑡𝑡=1),𝒁𝒁2� =
exp�𝛽𝛽0𝑘𝑘

(𝑡𝑡=2) + 𝜷𝜷𝑘𝑘
′(𝑡𝑡=2)𝒁𝒁2�

1 + exp�𝛽𝛽0𝑘𝑘
(𝑡𝑡=2) + 𝜷𝜷𝑘𝑘

′(𝑡𝑡=2)𝒁𝒁2�
, (4) 

respectively, where 𝛽𝛽0𝑘𝑘 is the intercept and 𝜷𝜷𝑘𝑘 is a vector of remaining regression 

coefficients. For attribute-level transitions, the transition probability matrix of 𝛼𝛼𝑘𝑘 at two time 

points for binary states is a 2 × 2 matrix (see Table 1).   

Table 1. Transition Probability Matrix of 𝛼𝛼𝑘𝑘. 

 

Attribute 
state 

Post-test 

 0 1 
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Pre-test 
0 1 − 𝑃𝑃�𝛼𝛼𝑘𝑘

(𝑡𝑡=2) = 1�𝛼𝛼𝑘𝑘
(𝑡𝑡=1) = 0,𝒁𝒁2� 𝑃𝑃�𝛼𝛼𝑘𝑘

(𝑡𝑡=2) = 1�𝛼𝛼𝑘𝑘
(𝑡𝑡=1) = 0,𝒁𝒁2� 

1 𝑃𝑃�𝛼𝛼𝑘𝑘
(𝑡𝑡=2) = 0�𝛼𝛼𝑘𝑘

(𝑡𝑡=1) = 1,𝒁𝒁2� 1 − 𝑃𝑃�𝛼𝛼𝑘𝑘
(𝑡𝑡=2) = 0�𝛼𝛼𝑘𝑘

(𝑡𝑡=1) = 1,𝒁𝒁2� 

  

 To obtain correction weights, a CEP matrix needs to be computed. A CEP matrix 

estimates the degree of misclassification in the measurement model conditional on the true or 

latent attribute state status. Denote the estimated attribute status by 𝛼𝛼𝑞𝑞 and the true attribute 

presence status by 𝛼𝛼𝑘𝑘. The attribute-level CEP at each time point is a 2 × 2 matrix 

representing the probabilities of the true attribute presence status 𝛼𝛼𝑘𝑘 (rows) being classified 

into the observed attribute status 𝛼𝛼𝑞𝑞 (columns),  which is calculated as 

𝑃𝑃�𝛼𝛼𝑞𝑞
(𝑡𝑡)�𝛼𝛼𝑘𝑘

(𝑡𝑡),𝒀𝒀𝑡𝑡� =
1
𝑁𝑁𝑁𝑁∑  𝑁𝑁

𝑖𝑖=1 ∑  𝑇𝑇
𝑡𝑡=1 𝑃𝑃�𝛼𝛼𝑖𝑖𝑖𝑖

(𝑡𝑡)�𝒀𝒀𝑖𝑖𝑖𝑖�𝐼𝐼�𝛼𝛼𝑖𝑖𝑖𝑖
(𝑡𝑡) = 𝛼𝛼𝑖𝑖𝑖𝑖

(𝑡𝑡)�

𝑃𝑃�𝛼𝛼𝑘𝑘
(𝑡𝑡)�𝒀𝒀𝑡𝑡�

, (5) 

where 𝑃𝑃�𝛼𝛼𝑘𝑘
(𝑡𝑡)�𝒀𝒀𝑡𝑡� is the posterior proportion of 𝛼𝛼𝑘𝑘 estimated by the G-DINA model at time t, 

and I[•] is an indicator function equal to 1 if 𝛼𝛼𝑖𝑖𝑖𝑖 is equal to 𝛼𝛼𝑖𝑖𝑖𝑖 at time t, and 0 otherwise.  

 For example, consider a 2 x 2 CEP matrix for attribute k at time point t: 

𝑃𝑃�𝛼𝛼𝑞𝑞
(𝑡𝑡)�𝛼𝛼𝑘𝑘

(𝑡𝑡),𝒀𝒀𝑡𝑡� = �0.88 0.12
0.24 0.76� .  

In this example, at time point t, 88% of the respondents who do not possess attribute k (first 

row) will be correctly classified as not having the attribute (first column), whereas 12% will 

be incorrectly classified as possessing the attribute. Similarly, 76% of the respondents who 

possess attribute k (second row) will be correctly classified as having the attribute (second 

column), whereas 24% will be incorrectly classified as not possessing the attribute. Note that 

the row elements of the CEP matrix sum up to 1. In addition, overall classification accuracy 

is influenced by the marginals. For didactic purposes, let us assume that the true number of 

respondents who possess the attribute is 𝑁𝑁+ = 1
4
𝑁𝑁 and the true number of respondents who 

do not possess the attribute is 𝑁𝑁− = 3
4
𝑁𝑁. In such a scenario, only (88% × 𝑁𝑁−)/(88% × 𝑁𝑁− +
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24% × 𝑁𝑁+) = 92% of respondents who were classified as not possessing attribute k do not, 

in fact, possess the attribute. Similarly, only 68% of respondents who were classified as 

possessing attribute k do, in fact, possess the attribute. Under ideal situations, the diagonal 

elements of CEP approximate 1.0, and the off-diagonal elements approximate 0.0, indicating 

that the respondents are near-perfect classification. In practice, the misclassification rates 

need to be considered in subsequent analyses. 

 To do so, the correction weight of respondent i is the element of the CEP matrix at the 

𝛼𝛼𝑘𝑘𝑘𝑘-th row and 𝛼𝛼𝑖𝑖𝑖𝑖𝑡𝑡-th column, and is given by  

𝑤𝑤
𝛼𝛼𝑖𝑖𝑖𝑖

(𝑡𝑡)
𝛼𝛼𝑘𝑘

(𝑡𝑡)

= 𝑃𝑃�𝛼𝛼𝑖𝑖𝑖𝑖
(𝑡𝑡)�𝛼𝛼𝑘𝑘

(𝑡𝑡),𝒀𝒀𝑡𝑡�. (6) 

Using the above example, for a respondent classified as possessing 𝛼𝛼𝑘𝑘 attribute at time point 

t, the correction weights for, in fact, not having and having this attribute are 𝑤𝑤
𝛼𝛼𝑖𝑖𝑖𝑖

(𝑡𝑡)=1

𝛼𝛼𝑘𝑘
(𝑡𝑡)=0 = 0.12 

and 𝑤𝑤
𝛼𝛼𝑖𝑖𝑖𝑖

(𝑡𝑡)=1

𝛼𝛼𝑘𝑘
(𝑡𝑡)=1 = 0.76, respectively (the second column of the above CEP matrix). These 

correction weights are used in the latent logistic regression in the final third step of 

estimation.   

Finally, in the third step, we estimate the parameters of the structural model (i.e., 𝜷𝜷 in 

Equations 3 and 4) by maximizing the below objective function:  

𝐿𝐿𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠3 = � log
𝑁𝑁

𝑖𝑖=1

�  
1

𝛼𝛼𝑘𝑘
(𝑡𝑡=1)=0

� 𝑃𝑃�𝛼𝛼𝑘𝑘
(𝑡𝑡=1)�𝒁𝒁1�

1

𝛼𝛼𝑘𝑘
(𝑡𝑡=2)=0

�𝑃𝑃�𝛼𝛼𝑘𝑘
(𝑡𝑡=2)�𝛼𝛼𝑘𝑘

(𝑡𝑡=1),𝒁𝒁2�
𝑇𝑇

𝑡𝑡=2

�𝑤𝑤
𝛼𝛼𝑖𝑖𝑖𝑖

(𝑡𝑡)
𝛼𝛼𝑘𝑘

(𝑡𝑡)
𝑇𝑇=2

𝑡𝑡=1

. (7)

 

Note that it is possible to further improve this three-step latent transition CDM by 

updating classification results using Bayes’ theorem on the classification information 

obtained from the first step of CDM estimation and information from the third step, logistic 
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regression (see Sun & de la Torre, 2020). The updated posterior probability of respondent 𝑖𝑖 

having 𝛼𝛼𝑘𝑘 at time 𝑡𝑡 is given by 

𝑃𝑃�𝛼𝛼𝑖𝑖𝑖𝑖
(𝑡𝑡)�𝒀𝒀𝑖𝑖𝑖𝑖,𝒁𝒁𝑖𝑖𝑖𝑖� =

𝐿𝐿�𝒁𝒁𝑖𝑖𝑖𝑖�𝛼𝛼𝑖𝑖𝑖𝑖
(𝑡𝑡)�𝑃𝑃�𝛼𝛼𝑖𝑖𝑖𝑖

(𝑡𝑡)�𝒀𝒀𝑖𝑖𝑖𝑖�

∑ 𝐿𝐿�𝒁𝒁𝑖𝑖𝑖𝑖�𝛼𝛼𝑖𝑖𝑖𝑖
(𝑡𝑡)�𝑃𝑃�𝛼𝛼𝑖𝑖𝑖𝑖

(𝑡𝑡)�𝒀𝒀𝑖𝑖𝑖𝑖�1
𝛼𝛼𝑖𝑖𝑖𝑖

(𝑡𝑡)=0

, (8) 

where 𝑃𝑃(𝛼𝛼𝑖𝑖𝑖𝑖
(𝑡𝑡)|𝒀𝒀𝑖𝑖𝑖𝑖) is the marginal posterior probability obtained using the G-DINA model. 

We followed this and updated the results as an ad hoc step.  

3 Methods 

3.1 Sample 

 Data were collected from 4,241 respondents (38.0% men) from three university 

campuses in the USA at two time points 12 months apart (Larimer et al., 2007; Mun et al., 

2015). All three universities utilized the same study design and intervention. Tan et al. (2023) 

reported baseline data before intervention at one of the three universities, a subset of the 

current sample. In the current study, we analyzed complete response data from 2,005 

respondents (34.5% men) after excluding missing item responses at both time points. In this 

final sample, 48.8% of the respondents received a brief alcohol intervention at baseline (pre-

test) and were followed up after 12 months (post-test). The sample size by gender and 

intervention status is shown in Table 2. Gender was used as the covariate at pre-test, and 

gender and intervention status as well as their interaction were used as covariates at post-test 

in this analysis (see Figure 1).  

Table 2. Sample Size by Gender and Intervention Status. 

Group Female Male 

Control 661 366 

Intervention 652 326 

Total 1313 692 

 

Figure 1. Covariates at Pre- and Post-Test 
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3.2 Measures 

3.2.1 Alcohol‑Related Problems 

Participants’ alcohol-related problems were assessed by the Rutgers Alcohol Problem 

Index (RAPI; White & Labouvie, 1989), a widely-used questionnaire for adolescent and 

young adult problem drinking. The RAPI is a 23-item self-reported instrument measuring the 

frequency of consequences experienced while drinking alcohol or as the result of alcohol use 

using a five-point scale ranging from 0 (= never) to 4 (= more than 10 times). Cronbach’s α 

and ω for the RAPI with the current sample were 0.90 and 0.91, respectively, at both pre-and 

post-tests.  

3.2.2 Psychological Symptoms 

Anxiety (6 items), hostility (5 items), and depression (6 items) were measured by the 

Brief Symptom Inventory (BSI; Derogatis, 1975), a widely used self-reported assessment to 

identify clinically relevant psychological symptoms in adolescents and adults. Respondents 

were asked, “During the past 7 days, how much were you distressed by,” using a five-point 

scale ranging from 0 (= not at all) to 4 (= extremely). Based on the current sample, 

Cronbach’s α and ω for the Anxiety items were 0.84 and 0.87, respectively, at pre-test, and 

0.85 and 0.88, respectively, at post-test; Cronbach’s α and ω for the Hostility items were 0.81 

and 0.86, respectively at pre-test, and 0.82 and 0.87, respectively at post-test; and Cronbach’s 
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α and ω for the Depression items were 0.90 and 0.92, respectively at both pre-and post-tests.  

3.3 Data Analysis 

The original five-point scaled responses (0 - 4) were dichotomized into non-zero (= 1) 

and zero (= 0) responses in the current study. It is reasonable to dichotomize responses since 

over 82% of the responses were zero, with limited variation in non-zero responses. We 

analyzed an inventory of 40 items that measured four attributes, namely, alcohol-related 

problems (AP), anxiety (AN), hostility (HO), and depression (DE). We used the Q-matrix 

(Table 3), which was empirically validated by Tan et al. (2023). As per Tan et al. (2023), we 

also used the selected CDMs (i.e., A-CDM for item 29; R-RUM for items 21 and 28; LLM 

for items 26 and 27; and the saturated G-DINA model for the remaining items). The item 

parameters were obtained for illustration purposes in this longitudinal study. We imposed a 

monotonicity constraint when fitting the CDMs. 

Table 3. Q-matrix of the 40-item Measure. 

Item and a brief description AP AN HO DE 
1. Not able to do homework or study 1 0 0 0 
2. Got into fights or did mean things 1 0 0 0 
3. Missed out on other things 1 0 0 0 
4. Went to work or school drunk 1 0 0 0 
5. Caused shame to someone 1 0 0 0 
6. Neglected responsibilities 1 0 0 0 
7. Relative avoided you 1 0 0 0 
8. Needed more alcohol than before 1 0 0 0 
9. Tried to control drinking 1 0 0 0 
10. Had withdrawal symptoms 1 0 0 0 
11. Noticed a change in personality 1 0 0 0 
12. Felt you had an alcohol problem 1 0 0 0 
13. Missed school or work 1 0 0 0 
14. Tried to cut down or quit drinking 1 0 0 0 
15. Found yourself in a place you don't remember 1 0 0 0 
16. Passed out suddenly 1 0 0 0 
17. Had a fight or argument with a friend 1 0 0 0 
18. Had a fight or argument with a family 
member 1 0 0 0 

19. Kept drinking when meant not to 1 0 0 0 
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20. Felt going crazy 1 0 0 0 
21. Had a bad time 1 0 1 0 
22. Felt physically or psychologically dependent 1 0 0 0 
23. Told to stop or cut down on drinking 1 0 0 0 
24. Nervousness inside 0 1 0 0 
25. Feeling scaled for no reason 0 1 0 0 
26. Feeling fearful 0 1 0 1 
27. Feeling tense 0 1 0 1 
28. Spells of terror or panic 0 1 0 1 
29. Feeling restless  0 1 1 0 
30. Feeling annoyed or irritated 0 0 1 0 
31. Temper outburst 0 0 1 0 
32. Having urges to harm someone 0 0 1 0 
33. Having urges to break things 0 0 1 0 
34. Getting into arguments 0 0 1 0 
35. Thoughts of ending life 0 0 0 1 
36. Feeling lonely 0 0 0 1 
37. Feeling blue 0 0 0 1 
38. Feeling no interest in things 0 0 0 1 
39. Feeling hopeless 0 0 0 1 
40. Feeling worthlessness 0 0 0 1 

Note. 1 = an item measures the attribute; 0 = an item does not measure the attribute. AP = 

alcohol-related problems, AN = anxiety, HO = hostility, DE = depression.  

 The detailed procedures for analyzing respondents’ mental health symptoms over time 

are demonstrated as follows. First, we fitted selected CDMs to the pre-test and post-test data 

separately, with item parameters constrained to be equal across time to ensure longitudinal 

measurement invariance. Second, based on the measurement model estimation, we assigned 

respondents to latent states (i.e., mental health symptom profiles) at each time point and 

computed the associated CEP and correction weights. Third, we estimated the latent 

transition CDM with the correction weights to obtain regression coefficients. A quasi-Newton 

optimization method, namely, Broyden-Fletcher-Goldfarb-Shanno (BFGS; Nash, 1990) with 

box constraints (i.e., L-BFGS-B; Byrd et al., 1995), was used to maximize the objective 

function given in Equation 7. Lastly, the classification results were updated based on 

Equation 8.  
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Given the updated classification results, the transition probabilities of mental health 

symptoms can be computed by the following logistic regression function:  

logit(𝑃𝑃) = 𝛽𝛽0 + 𝛽𝛽1 × Gender + 𝛽𝛽2 × Intervention + 𝛽𝛽3 × Gender × Intervention, (9) 

where P is the transition probability in Equation 4. We included binary covariates in the 

logistic regression so that Gender = 1 indicates males (0 = female) and Intervention = 1 (0 = 

control) indicates intervention group. The logit of transition probabilities by gender and 

intervention status can be shown in Table 4. The significance of the intervention effect on 

transition probabilities amongst females can be revealed by 𝛽𝛽2.  

Table 4. Logit of Transition Probability by Gender and Intervention Status (Gender = 1 for 

Males). 

Note. Logit(𝑃𝑃) = 𝛽𝛽0 + 𝛽𝛽1 × Gender + 𝛽𝛽2 × Intervention + 𝛽𝛽3 × Gender × Intervention.  

 Note that males in the control and intervention groups can be directly compared by 

switching the coding of the gender variable (i.e., in this case, Gender = 1 for females and 0 

for males). In doing so, we can also test whether the transition probabilities between 

intervention and control groups amongst males differ by testing the new 𝛽𝛽2. We can easily 

obtain the logit of transition probability by swapping the positions of “Male” and “Female” in 

the “Gender” column in Table 4. Annotated computer code in R and data utilized in the 

current paper are available at Mendeley Data (https://doi.org/10.17632/kpjp3gnwbt.1; Liang 

et al., 2023a). 

4 Results 

4.1 Model fit, Classification without Correction, and CEP Matrix (Steps 1 and 2) 

Gender Intervention status Logit(𝑃𝑃) 

Male Intervention 𝛽𝛽0 + 𝛽𝛽1 + 𝛽𝛽2 + 𝛽𝛽3 

 Control 𝛽𝛽0 + 𝛽𝛽1 
Female Intervention 𝛽𝛽0 + 𝛽𝛽2 
 Control 𝛽𝛽0 

https://doi.org/10.17632/kpjp3gnwbt.1
https://link.springer.com/article/10.1007/s11121-022-01420-1#ref-CR46
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In Step 1, the measurement model (i.e., the selected CDMs) showed adequate absolute 

fit with an RMSEA2 = 0.04 (< 0.05; Maydeu-Olivares & Joe, 2014) at both pre-and post-

tests. In addition, classification accuracy was estimated to ascertain the utility of using the 

selected CDMs for the data. The classification accuracy indices at the attribute level ranged 

from 0.91 to 0.96 at both pre-and post-tests. The probability of 0.9 or above in accurately 

classifying respondents’ four mental health symptom attributes would be considered high. 

The hostility attribute had the lowest (0.91), and alcohol-related problems (0.96) had the 

highest classification accuracy for both time points. These classification accuracy indices 

indicate the measurement models at both time points were appropriate for analyzing the data. 

 In Step 2, respondents were classified into latent states based on the measurement 

model estimated at each time point. In addition, the CEP matrices for each attribute at both 

time points were also computed. Table 5 displays the CEP matrices of the attribute of 

alcohol-related problems at pre-and post-tests. At pre-test, 97% of the participants without 

alcohol-related problems were correctly classified as not having the attribute; similarly, 93% 

of the participants with alcohol-related problems were classified as having the attribute. 

Similar results were obtained at post-test. Appendix A shows the CEP matrices of the 

remaining attributes.  

Table 5. The CEP Matrices of the Attribute of Alcohol-Related Problems at Pre- and Post-

Tests. 

  Estimated 
True 0 1 

Pre-test   
0 0.97 0.03 
1 0.06 0.93 

Post-test   
0 0.97 0.03 
1 0.07 0.94 

Note. Row totals may not add up to 1.00 due to rounding. 

4.2 Latent Logistic Regression (Step 3) 
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 In the third step, the model shown in Figure 1 was estimated. Table 6 shows the 

regression coefficients of the latent logistic regression for the initial state and transition 

probabilities of the four attributes of mental health symptoms from pre- to post-test. At the 

initial state (pre-test), gender was negatively related to anxiety (AN) and positively associated 

with hostility (HO). Specifically, the odds of males being classified as having the anxiety 

attribute were odds ratio (OR) = 0.56 (= e-0.58; p < 0.001, d = -0.32) times of females, 

indicating that females were 79% (= 1/0.56 = 1.79) more likely to have the anxiety attribute 

at pre-test. Males were more likely to be classified as having the hostility attribute than 

females, in particular, OR = 1.23 (= e0.20; p < 0.05, d = 0.11) times females.  

Multiple logistic regressions were conducted at post-test to examine how transition 

probabilities were associated with covariates. We investigated participants’ transition for 

each attribute from 0 to 1 (i.e., from not possessing to possessing the attribute) and from 1 to 

0 (i.e., from possessing to not possessing the attribute). For the transition from 0 to 1 (see 

Table 6; the middle row block), gender was significantly related to the transition probabilities 

for the alcohol-related problems and depression attributes. A significant interaction term 

between gender and intervention status was also observed for alcohol-related problems and 

depression. Specifically, in terms of alcohol-related problems, amongst males, their odds of 

transitioning from 0 to 1 in the intervention group were 0.45 (= 𝑒𝑒𝛽𝛽2 + 𝛽𝛽3  = 𝑒𝑒0.09 − 0.88 ) times 

of those in the control group; and amongst females, their odds of transitioning from 0 to 1 in 

the intervention group were 1.09 (= 𝑒𝑒𝛽𝛽2 = e0.09) times those in the control group. With regard 

to depression, the odds of males transitioning from 0 to 1 in the intervention group were 1.14 

(= 𝑒𝑒𝛽𝛽2 + 𝛽𝛽3 = e-0.28 + 0.41) compared to those in the control group, and the odds of females 

transitioning from 0 to 1 in the intervention group were 0.75 (= 𝑒𝑒𝛽𝛽2 = e-0.28) compared to 

those in the control group. Participants who received the intervention were less likely to 

transition from 0 to 1 for the attribute of hostility.  
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Concerning the transition from 1 to 0 (see Table 6; bottom row block), men were 

more likely to transition from 1 to 0 compared to women for the anxiety attribute. 

Participants in the intervention (vs. control) group were more likely to transition from having 

anxiety and depression attributes to not having them.  
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Table 6. Coefficients of the Latent Logistic Regression Obtained in Step 3. 

  AP AN HO DE 
  β OR d β OR d β OR d β OR d 

Initial state            
Intercept (𝛽𝛽0) -0.81 0.44 -0.45 -0.83 0.43 -0.46 -0.81 0.45 -0.44 -0.61 0.55 -0.33 
Gender (𝛽𝛽1) 0.00 1.00 0.00 -0.58** 0.56 -0.32 0.20* 1.23 0.11 0.03 1.03 0.02 
Transition from Absence (0) to Presence (1)          
Intercept (𝛽𝛽0) -2.12 0.12 -1.17 -1.36 0.26 -0.75 -1.18 0.31 -0.65 -1.10 0.33 -0.61 
Gender (𝛽𝛽1) 0.60** 1.82 0.33 -0.04 0.96 -0.02 0.01 1.01 0.01 -0.28* 0.75 -0.16 
Intervention (𝛽𝛽2) 0.09 1.09 0.05 -0.06 0.94 -0.03 -0.30** 0.74 -0.17 -0.01 0.99 -0.01 
Gender × Intervention (𝛽𝛽3) -0.88** 0.41 -0.49 -0.25 0.78 -0.14 0.30 1.34 0.16 0.41* 1.51 0.23 
Transition from Presence (1) to Absence (0)          
Intercept (𝛽𝛽0) -0.78 0.46 -0.43 -0.26 0.77 -0.14 -0.24 0.79 -0.13 -0.49 0.62 -0.27 
Gender (𝛽𝛽1) -0.23 0.80 -0.13 0.54** 1.71 0.30 0.20 1.22 0.11 0.15 1.16 0.08 
Intervention (𝛽𝛽2) -0.19 0.83 -0.10 0.53** 1.69 0.29 0.39 1.47 0.21 0.47* 1.60 0.26 
Gender × Intervention (𝛽𝛽3) 0.29 1.33 0.16 -0.33 0.72 -0.18 -0.56 0.57 -0.31 0.18 1.20 0.10 

Note. Gender = 0 for females, and =1 for males; Intervention = 0 for control group, and = 1 for intervention group; AP = alcohol-related 

problems, AN = anxiety, HO = hostility, DE = depression; d = Cohen’s d = 𝛽𝛽 × √3
𝜋𝜋

 (Sánchez-Meca et al., 2003); OR = Odds Ratio = exp (𝛽𝛽); *p 

< 0.05, **p < 0.01. 
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Figure 2. Transition Probabilities of Mental Health Symptoms by Gender and Intervention Status.

 

Note. AP = alcohol-related problems, AN = anxiety, HO = hostility, DE = depression; ns p > 0.05, *p < 0.05, **p < 0.01.
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Because gender and intervention status variables were considered clinically 

informative covariates in this study, the transition probabilities were calculated using the 

regression coefficients by gender and intervention status based on Table 6 (see Figure 2). The 

significance of the intervention effects amongst females or males can be examined using the 

coefficients of intervention (𝛽𝛽2). Table 6 shows the regression coefficients obtained when 

Gender = 1 for males (see Appendix B for the results when Gender = 1 for females). Figure 2 

shows intervention effects for each attribute and each transition separately for males and 

females. Overall, the intervention effect on the transition from 1 to 0 was more likely to occur 

than the transition from 0 to 1. Of the transition from 1 to 0, the intervention benefited both 

males and females who had depression at the initial time point; however, the intervention 

effect on anxiety was found only among females. In contrast, the transition from 0 to 1 was 

more common for those in the control group than those who received the intervention (i.e., 

alcohol-related problems among males and hostility among females). However, depression 

among men showed the opposite pattern - men in the intervention group were more likely to 

transition from 0 to 1 than those in the control group.  

The updated latent state membership was computed using Equation 8, from which the 

attribute prevalences and the transition probabilities of the mental health symptoms in Table 

7 were computed. Not surprisingly, the probabilities of transitioning from 1 to 0 were 

substantially greater than the corresponding probabilities of transitioning from 0 to 1. 

Regarding the transition probabilities between the control and intervention groups, except for 

depression, participants in the intervention group were less likely to transition from 0 to 1 

compared to those in the control group. Except for alcohol-related problems, participants in 

the intervention group were more likely to transition from 1 to 0 than those in the control 

group. Taken together, the results suggest that the brief alcohol intervention positively 

affected the transitions of all four attributes by either alleviating existing mental health 
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symptoms or preventing them from developing. However, the beneficial effects may have to 

be examined for men and women more carefully.   

Table 7. The Corrected and Updated Attribute Prevalence of the Mental Health Symptoms at 

Pre-/Post-Test and the Marginal Transition Probabilities 

  Attribute 
  AP AN HO DE 
Attribute prevalence (%)     
Pre-test 27.63 20.70 25.49 34.16 
Post-test 27.93 20.80 24.74 33.62 
Transition probability (total sample)     

From 0 to 1 0.10 0.14 0.15 0.22 
From 1 to 0 0.25 0.52 0.47 0.44 
Transition probability (by intervention status)     
From 0 to 1 (control group) 0.11 0.15 0.16 0.20 
From 0 to 1 (intervention group) 0.09 0.12 0.14 0.24 
From 1 to 0 (control group) 0.26 0.46 0.42 0.39 
From 1 to 0 (intervention group) 0.24 0.57 0.51 0.50 
Note. AP = alcohol-related problems, AN = anxiety, HO = hostility, DE = depression. For 

transition probabilities from 0 to 0 and from 1 to 1, please refer to Table 1. 

5 Discussion 

This study demonstrated how to analyze the transition of mental health symptoms 

over time with a model that accounts for the covariates’ effects on both the initial state and 

transition probabilities within a CDM analytic framework. We demonstrated the use of a 

three-step latent transition CDM with covariates (Liang et al., 2023b) in this data application, 

which extends the work by Tan et al. (2023) to transitions and the effects of covariates on 

transitions. We walked through the three-step estimation procedure, where CDM parameters 

(measurement model) and regression coefficients (structural model) can be flexibly estimated 

while maintaining classification accuracy through correction. The current study showcases 

the first application of CDMs for longitudinal clinical data.  

 The three-step approach in this study disentangled the relationships between 
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covariates and each mental health symptom. This approach can answer the question of which 

covariates are associated with the transition of which constructs at the attribute level. It 

allows researchers to understand the mental health symptoms at the most granular level of 

information and enables evaluation of intervention effects. This fine-grained approach may 

assist with developing better intervention designs. Specifically, by testing intervention group 

membership as a covariate, we can probe whether respondents in the intervention group 

exhibited a higher transition probability from one state to another. For example, in the present 

study, the intervention did not have any significant effects on respondents’ transition from 

presence to absence with respect to alcohol-related problems and hostility. However, it had 

“spillover” effects on anxiety and depression, in the sense that the intervention was not 

designed to improve anxiety and depression. This suggests that the brief alcohol intervention 

tested may have a broader range of health effects, while its targeted effect may need to be 

strengthened.  

Note that we utilized the three-step approach to latent transition CDM. Because each 

step is separately estimated, it is possible to examine an additional set of covariates or 

different sets of covariates without fitting the entire model again. With the advent of powerful 

computing capacity, it may be helpful to assess clinical and non-clinical endpoints more 

broadly to assess the health benefits of brief alcohol interventions across time.  

The current study adopted Bayes’ Theorem to integrate the classification information 

obtained from the first step of CDM estimation and information from the latent logistic 

regressions to update the posterior probability. This procedure was demonstrated by  Sun and 

de la Torre (2020), which incorporated covariates into CDMs and updated posterior 

probabilities at a single time point. This procedure may be useful to improve the 

classification of respondents even if covariates are not related to attributes. Future studies 

could investigate to what extent using covariates and updating posterior probabilities in 
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longitudinal CDMs can improve the classification of individuals at multiple time points. 

Despite the utility of the three-step latent transition CDM approach, this study has 

several potential limitations worth mentioning. First, this study dichotomized polytomous 

responses for model simplicity. Dichotomization may lead to information loss and affect 

structural and item parameter estimation. Based on the pre-test mental health data from the 

same project, Tan et al. (2023) conducted a sensitivity analysis of the polytomous data using 

a sequential G-DINA model (Ma & de la Torre, 2016). They showed that the patterns of 

results obtained with polytomous data were similar to those with dichotomized data. 

Therefore, it is quite likely that the current results would be similar even with polytomous 

response data. In the existing literature, most methodological developments (e.g., the three-

step approach) and analysis procedures (e.g., absolute model fit evaluation and classification 

accuracy evaluation) are developed based on dichotomous CDMs. Future research should 

consider extending the dichotomous CDM methodologies to polytomous CDMs in 

longitudinal studies and proposing appropriate procedures for polytomous CDMs. For 

instance, future large sample studies can examine the three-step approach of latent transition 

CDM with covariates in polytomous response data.  

 Second, we analyzed the complete response data in this study, consistent with Tan et 

al. (2023). However, complete response data are not necessary for CDM analysis, and 

response data with some missing values can also be analyzed using the approach 

demonstrated in this study. The presence of missing data could lead to biased parameter 

estimation in psychometric models (e.g., De Ayala et al., 2001; Pohl et al., 2014). However, 

in the CDM literature, it remains an outstanding task to systematically examine how different 

patterns of missing data may affect model estimation and classification (Pan & Zhan, 2020; 

Shan & Wang, 2020; Xu & von Davier, 2006). Only a few studies have empirically evaluated 

various approaches for handling missing data in CDM applications (e.g., Dai et al., 2018; 
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Ömür Sünbül, 2018). Because respondents with missing data do not receive any diagnostic 

feedback when a complete case analysis is employed, researchers may want to utilize the 

response data with missing data. In such cases, we suggest that researchers identify the 

missing data mechanisms and employ proper analytic approaches to missing data.  

Third, only two binary covariates were used in this study, and they were expected to 

be unrelated due to randomization. However, latent transition CDM can accommodate 

continuous covariates (for example, see Liang et al., 2023b). When continuous covariates are 

used, they may be associated. When the number of covariates in the model increases, 

however, multicollinearity may become an issue in empirical studies, just as it is a common 

concern in generalized linear mixed models. In such situations, variable selection and 

regularization may be considered. Iaconangelo and de la Torre (2017) incorporated the 

correction weights with the latent-class lasso as a variable selection procedure for CDMs at a 

single time point, which led to a more helpful subset of non-redundant variables. This 

variable selection may result in more helpful structural parameter estimation. However, 

developing variable selection methods for the three-step latent transition CDM with 

covariates remains a future challenge to address.  

Lastly, the present study used the same measurement model with item parameter 

constraints at different time points to ensure measurement invariance – this may degrade 

assessment flexibility. Most longitudinal CDM methodologies were developed under such 

constraints. However, theoretically, using identical test forms and fixing item parameters 

across time points are not necessary. For different test forms with common items at different 

time points, multiple-group CDMs (e.g., multiple-group-GDINA; Ma et al., 2021) can be 

used to detect whether items function differentially across different time points and determine 

item parameters for each time point separately. Moreover, measurement models could be 

different across time points. We suggest that the feasibility of using different measurement 
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models at multiple time points (Asparouhov & Muthén, 2014) be explored, as this allows 

researchers to select the most appropriate CDMs for each time point. Di Mari et al. (2016) 

also noted that the three-step approach for LTA can be adapted to allow time-specific 

measurement models by performing the first and second steps separately at each time point.  

In closing, the current paper demonstrated the utility of CDM for classifying and 

understanding transition in attributes in longitudinal item-response data. Individual-focused 

profiles can serve as the basis for tailored or personalized learning or treatment. For example, 

Wu (2019) developed an online personalized tutor program based on the CDM diagnostic 

profiles and found that the personalized program outperformed traditional remedial 

instruction. In addition, the program benefited all students by improving their learning 

outcomes. The same promise may be possible in clinical settings with more appropriate and 

specific intervention programs that can be tailored to individuals’ diagnostic profiles. To this 

end, novel analytical techniques, such as CDM, in conjunction with technology, are 

promising in facilitating the successful implementation of tailored interventions.   
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Appendix A. The CEP Matrices of the Other Three Mental Health Symptoms at Pre-and 

Post-tests. 

  Pre-test Post-test 
 Estimated 

True 0 1 0 1 
AN     

0 0.98 0.03 0.97 0.03 
1 0.19 0.81 0.19 0.81 

HO     
0 0.95 0.06 0.94 0.06 
1 0.15 0.84 0.15 0.86 

DE     
0 0.97 0.03 0.97 0.03 
1 0.06 0.93 0.06 0.94 

Note. AN = anxiety, HO = hostility, DE = depression. Row totals of each CEP matrix may 

not add up to 1.00 due to rounding.
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Appendix B. Coefficients of the Latent Logistic Regression Obtained in Step 3 when Gender = 1 for Females. 

  AP AN HO DE 
  β OR d β OR d β OR d β OR d 

Initial state            
Intercept (𝛽𝛽0) -0.82 0.44 -0.45 -1.42 0.24 -0.78 -0.60 0.55 -0.33 -0.58 0.56 -0.32 
Gender (𝛽𝛽1) 0.00 1.00 0.00 0.58** 1.79 0.32 -0.20* 0.82 -0.11 -0.03 0.97 -0.02 
Transition from 0 to 1                  
Intercept (𝛽𝛽0) -1.49 0.22 -0.82 -1.43 0.24 -0.79 -1.17 0.31 -0.64 -1.41 0.24 -0.78 
Gender (𝛽𝛽1) -0.62** 0.54 -0.34 -0.01 0.99 -0.01 -0.01 0.99 -0.01 0.30 1.35 0.16 
Intervention (𝛽𝛽2) -0.74** 0.48 -0.41 -0.37 0.69 -0.20 -0.01 0.99 0.00 0.38* 1.47 0.21 
Gender × Intervention (𝛽𝛽3) 0.83** 2.28 0.46 0.25 1.28 0.14 -0.30 0.74 -0.17 -0.41 0.67 -0.22 
Transition from 1 to 0          
Intercept (𝛽𝛽0) -0.97 0.38 -0.53 0.21 1.23 0.11 -0.04 0.96 -0.02 -0.37 0.69 -0.20 
Gender (𝛽𝛽1) 0.20 1.22 0.11 -0.59** 0.56 -0.32 -0.20 0.82 -0.11 -0.13 0.88 -0.07 
Intervention (𝛽𝛽2) 0.13 1.14 0.07 0.07 1.08 0.04 -0.18 0.84 -0.10 0.62** 1.86 0.34 
Gender × Intervention (𝛽𝛽3) -0.32 0.73 -0.18 0.37* 1.45 0.21 0.55** 1.74 0.31 -0.17 0.85 -0.09 

Note. Gender = 0 for males, and =1 for females; Intervention = 0 for control group, and = 1 for intervention group; AP = alcohol-related 

problems, AN = anxiety, HO = hostility, DE = depression; d = Cohen's d = 𝛽𝛽 × √3
𝜋𝜋

 (Sanchez-Meca et al., 2003); OR = Odds Ratio = exp (𝛽𝛽); *p 

< 0.05, ** p < 0.01. 

 

 


